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What is 5G?

* Next generation mobile network
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Radio Access Network Terminology

¢ Open RAN

Industry term for open rodio
OCCess NEtWOrk aorchtecture
A RAN with open
interoperable interfoces, * O-RAN
RAN virtualization and big
daoto and Al -enabled RAN

Refers to the O-RAN Alliaonce

® OpenRAN

Refers to intiotives driven by
TIF's OpenRAN Project
Group

¢ Cloud RAN
Cloud RAN 5 o virtualized RAN thot is

® vRAN

designed to be cloud native. bulit in o future

proof architecture and Incorporoting key

elements such gs microservices. C1/CODand

contgnenzoton

5G becoming software-defined and
progrommadie, generoting additiongl
RAN architecture fNexibility, platform
harmonization ond simpisfication



Open RAN: Much More than “Horizontal Disaggregation”

T (] ” : :
Traditional “black-box Open, programmable and virtualized
Near-real- o-cU 0-DU O-RU
time RIC
xApp 1 2l o S
""" Open
TxApeN i | -2 | Bimisciras
! Virtualized on ! Virtualized on ! Virtualized on ! ! Virtualized on
‘ bare-metal | :  bare-metal | ¢ bare-metal | ' bare-metal @
..... server : ; : P server .
O-Cloud In Proprietary in
Regional Cloud Cell Site
L
Open
- %
Near-real-time RIC Edge Cloud O-RU

L. Bonati, M. Polese, S. D'Oro, S. Basagni, and T. Melodia, "Open, Programmable, and
Virtualized 5G Networks: State-of-the-Art and the Road Ahead,” Computer Networks,

vol. 182, Dec 2020.
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End to End Virtualized Programmable B5G Architecture
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OPEN NETWORK AUTOMATION PLATFORM
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PAWR program seeks to maintain U.S. leadership
in advanced wireless networking innovation

PAWR is funded by the National Science Foundation and a wireless Industry
consortium of 35 wireless companies and associations. The PAWR Project Office
(PPO) manages the program and is co-led by US Ignite and Northeastern University.
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PAWR platforms were chosen to be geographically diverse
and research focus independent

POWDER COSMOS AERPAW Rural Broadband Platform
Salt Lake City, UT West Harlem, NY Raleigh, NC Ames,|IA
Software defined networks Millimeter wave and Unmanned aerial vehicles
and massive MIMO backhaul research and mobility
AVAILABLE TODAY !! AVAILABLE TODAY !! AVAILABLE TODAY !!

Colosseum — World’s largest RF emulator, located at Northeastern University in Boston
AVAILABLE TODAY !!



Researchers use PAWR testbeds to prove out
concepts in an array of disciplines

Cybersecurity Testing Al-Enabled Network Functions

Accelerated Virtualization

Internet of Things of Network Architectures

Millimeter Wave

Performance Optimization Dynamic Spectrum Management

Open Source Hardware
& Software Development

Highly Mobile Unmanned Aerial
Vehicles
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Interoperable/Interchangeable Modules Per Use Case

UE gNodeB Core

Spectrum Sharing
Coherent MIMO

Standard Standard
Interfaces Interfaces
OAI + IDCC Radisys pusmmmd Radisys mmWave Antenna Array
Integration
Standard Standard
Interfaces Interfaces

m Security
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Colosseum @ Northeastern
Colosseum is the world’s most powerful hardware-in-the-loop emulator

~,'l “ \\, f - | f'.'

256 software-defined radios
« 25.6 GHz of emulated bandwidth, 52 TB/s RF data
« 21 racks of radios, 171 high-performance servers w/ CPUs,
GPUs
« Massive computing capabilities (CPU, GPU, FPGA):
« >900 TB of storage
320 FPGAs
18 10G switches
19 clock distribution systems
52 TB/s of digital RF data
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Colosseum Architecture

MCHEM Channel Emulator
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Experiment-as-a-Service Over Multiple Testbeds

One container to rule them all:

- Initial design and testing at-a-scale on Colosseum w/ different scenarios
- Validate on real-world indoor environment on Arena
- Experiment into the wild on PAWR city-scale platforms

Validate in
real wireless
environment
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COLOSSEUM \0/

at Northeastern University

Test at-a-scale A

on emulated ~_~=
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Platforms for Advanced
Wireless Research
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Network Intelligence in 5G + O-RAN
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Toward End-to-end Data-Driven Control in the Open RAN

Currently supported by O-RAN

Control and learning objective Scale Input data Timescale Architecture

. . - Non real-tim
e [ > 1000 Infrastructure-level on real-time

device KPls >1s
I
- I
: - : 1
User Session Management > 100 G el [ Near real-time \ ~==TA gNB
. ) e.g., number of e -4 oy SO
e.g., load balancing, handover  device sessions. PDCP 10-1000 ms " Nearregl === :
S traffic time L E2 L CU ________ !
Medium Access > 100 eMASI;IS\L?iIIiZFt)iLSn Near real-time o e Rl F1
Management device G- bufferi ’ 10-1000 ms N "
e.g., scheduling policy, RAN L ~ . S
: INg
Radio Management ~10 MAC/PHY-level Real-i i g
e.g., resource scheduling, e KPls f?d me | ez
beamforming e‘;'ce e.g., PRB utilization, Iz - et sl :

channel estimation

Device DL/UL

Management 1 device I/Q samples
e.g., modulation,

Real-time \ o D T IGTRIEI S :
<1ms

For furtheetsttidy or not supported N
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OpenRAN Gym

An open-source toolbox for xApp development and Open RAN experimentation

Enables: I ey N
; o | xppML T it Near-real-:
4MLOlelolwmnt‘—"SXA'O'OS ig | an:del TXAF’F’S time RIC
|. Data collection / EQ | cElgm g lEz """"" |
5 Model training/testing ::?’ T — K TR - Runtime
2. Al/ML model design | 1@ Bgdm 91 | cui | inference
ML model design 5 infrastructure ! arld |
. . . 8 . datacollection ' | U e IS UL
3. Model training and testing ’ \ % iomge  L----DUZ-DUK
Data collection : 2 :Sraatii?:;e : ;
4. Model deployment on near-RT * ~

RIC as xApp

5. Runtime inference and control
of a softwarized RAN

| \ | Institute for the Wireless
L. Bonati, M. Polese, S. D'Oro, S. Basagni, T. Melodia, "OpenRAN Gym: An Open Toolbox for Data Collection and Experimentation with Al in O-RAN.," Internet of Thlngs
Proceedings of IEEE WCNC Workshop on Open RAN Architecture for 5G Evolution and 6G, Austin, TX, USA, April 2022 at Northeastern



OpenRAN Gym Components

O-RAN-compliant near-real-time RIC running on Colosseum (ColO-RAN)

RAN framework for datatcollection and control of the base stations (SCOPE)

Programmable protogol stacks (based on srsRAN at this time)

Publicly-accessible experimental platfoyms (e.g., Sqlosseum, Arena, PAWR platforms)
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: : v p-—-i—t— | OpenAirlnterface
! xApp SDK N . ! ol .@\'m @ -
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' © < < S X oo 2 | ' : o 3| . - o ity (]
I o = =4 | > aQ MAC
| o o o g 5 ® 2 | | D 2 [ oy A K :
| o) 09 > ! . I S| ° o
: S i I B : RAN E2 i Softwarized RAN Mobility, path loss, fading, interference
: Docker Cluster ! 1| Termination ! | Arena
________________________________________ e e e e e = — = =
O-RAN Control Architecture Data Collection and Control Framework | PAWZPPI‘atfwms
ther

Experimental Platforms for Data Collection and Testing



xXApp Structure

Data-driven logic unit:

* Process RAN data and compute

control action

SM Connector:

* Interface w/ the RIC and get data
from the RAN

* Forward RAN data to data-driven
logic unit

* Send computed control actions to
RAN through RIC and E2 termination

19

Database
queries

RIC Indication
w/ RAN KPMs

To/from RIC

=
RIC Control

XApp

S !
| g

ASN.1 Encoding
and Decoding

R .

SM Connector L

N

Institute for the Wireless
Internet of Things
at Northeastern




Zero-Touch Al-Driven Automation and Orchestration

Network operator’s intent

| need to stream 41X video to
100 users in Times Square, NY
from 8pm to 9pm

ontro
Data Control

actions
Intent recognition _(eg))—
Automated orchestration N (‘A))\%g (-~ A (;,)\‘
Zero-touch reconfiguration e 0 ((A))s\;ﬁ |
() (@

Adapt to network state and
traffic demand

Institute for the Wireless
Internet of Things
at Northeastern University




SCOPE

Implements base stations/UEs with:
* Network slicing functionalities
* MAC-layer functionalities (e.g., custom scheduling policies)

* PHY-layer functionalities (e.g., power-control, control of MCYS)

Automatic data-collection of RAN statistics

Flexible control APls to interface w/ the RAN in real time

Enables to prototype custom control logic at-scale

‘ \ | Institute for the Wireless
Internet of Things
L. Bonati, S. D'Oro, S. Basagni, and T. Melodia, "SCOPE: An Open and Softwarized Prototyping Platform for NextG Systems," in

Proceedings of ACM MobiSys, Virtual Conference, June 2021 at Northeastern



Open RAN Orchestration

22

Some Open Problems

—

| . What does the
intent mean?

2. Which models best
satisfy the intent?

High-level intent /

| want to change scheduling/slicing
decisions in real time to broadcast

4K video in Times Square, NY

-

=

ML/AI catalog

B é

Jﬁg @@3@

Infrastructure

3.Where and when to deploy
network intelligence!?

4. How to deploy, execute,
manage intelligence!?

‘ \ ‘ Institute for the Wireless
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OrchestRAN: Orchestrating Intelligence in the Open RAN

Execute in the non-RT RIC
* Intent recognition
* Compute intelligence placement

* Automate deployment/execution/management of intelligence

' Service Management|and Orchestration (SMO) =
non-RT RIC| orchestRAN (pp) non-RT RIC S
\L
' Radio Access Network (RAN) | A1 O1 ‘near-RT‘ near-RT |
| : RIC 1 RIC
— near-RT RIC oq| = / __RIC
—_— I ‘} : I— |
E1 :
= CU (control) = = CU (user) . .: oV P48 cv cu
E2  |Fle "|F1-u B l __L l

Rsuopen Fronthaul é }

2 3 S. D'Oro, L. Bonati, M. Polese, T. Melodia, "OrchestRAN: Network Automation through Orchestrated Intelligence in the Open RAN," in Proceedings of IEEE INFOCOM, May 2022




OrchestRAN Step-by-step

() Collect requests

(I) Submit request
* Functionalities
 Locations

e Time-scale

24

(1)

Request

+Functionalities:

+Locations:

- Area X
+Time-scale

- non-real-time

- Network slicing

Request

+Functionalities:

- Scheduling

- Beamforming
+Locations:

- AreaY
+Time-scale

- real-time

A
. 8

@

Operator

A A R R RN RN RRRRRERRNRRRNRENERNRSESRHSEHS;.!]
o

i Request
Collector

ey (
MLJ/AI Catalog :
! 1
1
) @ o@o bt
1 1
1
\

Model Z 1 %)
4

Infrastructure
abstraction

.l..'l.;.'l..l.l.‘

Request

+Locations:
+Time-scale

+Functionalities:

§

Orchestration Engine

x

Optimization core
(ML/Al models,
location)

Container creation
(xApp, rApp, dApp)

Instantiation &
Orchestration module

-

RAN Intelligent
Controllers (RICs)
(non/near-real-time)

Open RAN
(CUs,DUs,RUs)

SAASESESEEASSESSREERARNERSERERAREEn,

OrchestRAN

N o W

(I11) Compute orchestration policy

Which model

Where and when

(IV) Deploy intelligence
«  xApp on near-RT RIC
- dApp on CU/DU



Deployed on OpenShift

* Enterprise-level Platform-as-a- S S B PR
. | gresssssmsensssnnne > Network Function Virtualization s i
Service based on Kubernetes L  EDHAT 4
L OPENSHIFT
* Large-scale infrastructure manager ' MANO Framework _
w/ control primitives R o~ Open Source b b
t SONAP MANO OPEN BATON 1|
: 3 2
* Improved security s IManagement&Orchestration I
* Robustness A , o |
A . 5 RAN Software : J'RAN PRI A'=_'_'_.'=" el b
) | i@PENXiR - & : AAAAAA °f (/(/’ i
" el el e LT e so-mRe con

_________________________________________________________________________________________

* Automated application deployment .
and scalability

25



RAN Function Orchestration

Interface with OpenShift APIs to

Orchestrate RAN functions on demand (e.g., base
station placement)

Orchestrate intelligence based on intent (e.g.,
xApps, dApps)

Query status of services and redeploy/adjust
allocations if necessary

26
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OpenShift-based Neutral Host Infrastructure

27

Tenants submit intent to SMO
SMO converts intent and
communicates it to edge
datacenters with near-RT RIC
Edge datacenter leverages
OpenShift to orchestrate
intelligence based on intent (e.g.,
xApps, dApps) and deploy services
at cell sites

Query status of services and
redeploy/adjust allocations if
necessary

SMO

e Optimization Engine
e Automated Instantiation _ _
e Monitoring i a ﬁgﬁ
i 1 *» Coverage | : Q
2 ' 'Automation Spectrum
intents | [L] automated ©=--------p=---=-=o-s

| { cell Site l instantiation

I ——»

Tenant 1

&

.................................................................................................................................................................................




Deployed as Microservices Interfaced w/ Arena Grid

An open-access wireless testing platform based on an indoor 64-antenna ceiling grid
connected to programmable SDRs for sub-6 GHz 5G spectrum research.
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35
SN,

/ N Server Rack

\ .,l Radio Rack

e .

Y
USRP N210

USRP X310

* Real-time real-channel evaluation platform

* Fully-synchronized testbed

* Repeatable, flexible, and scalable high-fi indoor experiments
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Learn More...
http://advancedwireless.org
http://colosseum.net



